**Forecasting retailer product sales in the presence of structural breaks**

Abstract

Grocery retailers need accurate sales forecasts to manage their inventory. We propose effective methods to forecast their product sales by taking into account the changing effect of the promotional activities when the influencing factors are unobservable. We propose the Autoregressive Distributed Lag (ADL) models with time-varying parameters which try to describe how the effect of the promotional activities change over time. We also implement techniques including estimation window combining and intercept correction to adjust the forecasts by the conventional ADL models. These techniques do not model how the effect of the promotional activities change over time but may potentially improve the models’ forecasting performance by offsetting the forecast bias when the models are subject to structural breaks. The results indicate that we can generate more accurate forecasts by using these two techniques. We evaluate the performance of the various models in a wide range of products.
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**Section 1: Introduction**

Retailers in the FMCG (Fast Moving Consumer Goods) industry have been struggling with out-of-stock and over-stock for years. When the product is running out-of-stock, retailers not only lose profits but also may lose the customers forever. Recent studies show that customers whom were once believed to either purchase substitutes or postpone their purchases when their preferred products are out of stock are actually more likely to switch stores and never come back ([Corsten and Gruen 2003](#_ENREF_18)). In practice, retailers try to avoid being out-of-stock by deliberately increasing the inventory level (i.e. to over-stock) which inevitably raises inventory costs and reduces profits (Cooper, Baron et al. 1999). Under such a circumstance, retailers need to balance the loss due to running out-of-stock and the cost of higher inventory level. One of the keys to resolve this cost and service level dilemma is to generate accurate forecasts for the product sales (Corsten and Gruen 2003).

This challenge has been exaggerated by the promotional activities which intensify the variation of the product sales. Retailers are now facing more intense competition and spending more on promotional activities ([Kamakura and Kang 2007](#_ENREF_35)). Recent studies have proposed sophisticated method with promotional information to generate accurate product sales for retailers. [Gür Ali, SayIn et al. (2009)](#_ENREF_25) introduced machine learning methods such as the support vector regression (SVR) and the regression tree method with the promotional information of the focal product. Huang et al. (2014) developed a two-stage method based on the Autoregressive Distributed Lag (ADL) model which incorporates the promotional information not only from the focal product but also from other competitive products within the same product category. Ma et al. (2016) proposed a three-stage method based on LASSO modelling strategy which further integrate the promotional information from products in other substitutive/complementary product categories.

These studies implicitly assumed that the effect of the promotional activities does not change over time. In practice, this may not be true due to the impact of many influencing factors such as the change of economic conditions, legislation, consumer tastes, and media habits, competition, and advertising etc ([Wildt 1976](#_ENREF_66), [Wildt and Winer 1983](#_ENREF_67)). Therefore, the models may potentially be subject to structural breaks which is defined as large change in the model with respect to the constant term or/and the parameter coefficients ([Armstrong 2001](#_ENREF_5)). As a result, the model may potentially produce biased and less accurate forecasts. In this research, we take into account the change in the effect of the promotional activities and the consequent of structural break and forecast bias. Specifically, we propose 1) econometric models with time-varying parameters; 2) conventional econometric models with techniques which can offset the potential forecast bias and thus generate more accurate forecasts. We evaluate the performance of these models in forecasting product sales for retailers across a large number of products.

The rest of the paper is arranged as follows: section 2 summarize the findings of previous studies related to the change of the effect of the promotional activities. Section 3 explains the methodology. Section 4 introduces the data and experimental design. The last sections show the preliminary results.

**Section 2: Literature review**

**Section 2.1 The changing effectiveness of price reductions and promotional activities.**

In the marketing research literature, a large number of studies have been devoted into understanding the working mechanism of promotional activities (e.g., [Blattberg, Briesch et al. 1995](#_ENREF_9), [Van Heerde, Gupta et al. 2003](#_ENREF_62)). Some studies tend to explore the presumed ‘constant’ effect of the promotional activities on the product sales (or consumer preferences) under specific circumstance (e.g., [Hoch, Kim et al. 1995](#_ENREF_29), [Bijmolt, Heerde et al. 2005](#_ENREF_8)). There are many studies which have been devoted into exploring the changing effects of marketing activities (e.g. [Little 1966](#_ENREF_43), [Morrison 1966](#_ENREF_49), [Myers and Nicosia 1970](#_ENREF_52), [Myers 1971](#_ENREF_51), [Houston and Weiss 1975](#_ENREF_30), [Monroe and Guiltinan 1975](#_ENREF_48), [Moinpour, McCullough et al. 1976](#_ENREF_47), [Wildt 1976](#_ENREF_66), [Wichern and Jones 1977](#_ENREF_65), [Winer 1979](#_ENREF_68), [Mahajan, Bretschneider et al. 1980](#_ENREF_45)). The effect of the marketing activities may change due to exogenous factors, for example, economic condition, legislation, consumer tastes, media habits, competition, and advertising etc. ([Wildt 1976](#_ENREF_66), [Wildt and Winer 1983](#_ENREF_67)).

It is generally known that the effects of the marketing mix variables will change with different stages of the product life cycle ([Mahajan, Bretschneider et al. 1980](#_ENREF_45)). For instance, marketing theory suggests that the elasticities for marketing instruments (e.g. advertising, price, service, product quality, and packaging) are the highest at the growth stage of the product and the lowest at the maturity stage of the product ([Kotler 1997](#_ENREF_38)). The introduction of new products (especially the store-owned brand) may decrease the promotional elasticity of the premium national brand and increase the promotional elasticity of the second tier national brand ([Nijs, Dekimpe et al. 2001](#_ENREF_53), [Van Heerde, Srinivasan et al. 2008](#_ENREF_63)).

Intensive promotions can reduce consumers’ reference price ([Lattin and Bucklin 1989](#_ENREF_39), [Lichtenstein and Bearden 1989](#_ENREF_42), [Kalwani, Yim et al. 1990](#_ENREF_34), [Kalwani and Yim 1992](#_ENREF_33), [Foekens, S.H. Leeflang et al. 1999](#_ENREF_23), [Kopalle, Mela et al. 1999](#_ENREF_36), [Levy, Grewal et al. 2004](#_ENREF_41)), which accordingly changes the effects of promotions. For example, consumers may find the promotions less attractive if the products are promoted more frequently than before. The introduction of a new distribution channel can change the market response structure ([Verhoef, Neslin et al. 2007](#_ENREF_64)). For example, consumers may collect information in the newly constructed channel and adjust their reference price accordingly. The introduction of a new loyalty program can change the market response structure ([Leenheer, van Heerde et al. 2007](#_ENREF_40)). For example, retailers may launch promotional events to attract consumers from their competitors. However, when consumers become loyalty program members of a specific retailer, they receive saving rewards and direct discounts, and may find the promotions in other retailers less attractive. Accordingly, the termination of the existing loyalty program also changes the market response structure ([Melnyk and Bijmolt 2007](#_ENREF_46)). The relationship between product sales and the marketing mix variables may also change over time due to the evolving market structure specific to the retailer sales at the UPC level. As was discussed in section 3.2, the UPC set in the product categories may change considerably because ofthe introduction of new product UPCs or termination of existing product UPCs and changes in the assortment policies by the retailer (e.g. the retailer may decide to increase or reduce the number of UPCs in the product category) ([Bell, Bonfrer et al. 2005](#_ENREF_7)). That is, a single product UPC is competing with different sets of competitive products as time goes by, and the effects of the promotions on the focal product may change accordingly.

Foekens, S.H. Leeflang et al. ([1999](#_ENREF_23)) extended the original SCAN\*PRO model to incorporate the time-varying effects of the marketing mix variables. In the extended model, the parameters of the marketing mix variables are functionally related to historical information of the focal brand and other competitive brands. For example, the intercept for the store and the price elasticity of the focal brand are related to previous price discounts of the focal brand and the competitive brands; the elasticities of the non-price promotions for the focal brand are related to the time since the most recent promotion for the focal brand and the competitive brands. The model aims to capture how the effects of the marketing mix variables change over time so that managers can allocate the marketing budget more efficiently. Kopalle, Mela et al. ([1999](#_ENREF_37)) also extended the SCAN\*PRO model in a similar manner to investigate the dynamic impact of promotions on the baseline sales. In their extended SCAN\*PRO model, the effects of price reductions are assumed to change according to previous discounting history. The results show that promotions increase the concurrent product sales but reduce the baseline sales.

However, only a few early studies have attempted to taken into account the change of the effect of marketing activities (e.g. advertising) over time in forecasting product sales ([Mahajan, Bretschneider et al. 1980](#_ENREF_45)). [Cooley and Prescott (1976)](#_ENREF_16) proposed models which allows the parameter to change in an autoregressive manner, say, , , where and are uncorrelated error terms. In an alternative form the parameters were modelled as a function of a constant term with a disturbance term, e.g., , where is the error term. The autoregressive variation model has been applied to capture how the effects of advertising change over time ([Pekelman and Edison 1980](#_ENREF_54)), but the random variation function was rarely used because it does not track the changing effects of the marketing mix variables over time (Wildt and Winer 1983).

Therefore, we may take into account the change in the effect of the promotional activities by develop econometric models with time-varying parameters. Alternatively we can focus on the consequence when the conventional models are subject to structural breaks. There are a large number of studies in the econometrics/economics literature which has been devoted into explore the cause and consequence of structural breaks (e.g. ([Cooper and Nelson 1975](#_ENREF_17), [Clements and Hendry 1998](#_ENREF_14), [Clements and Hendry 1999](#_ENREF_15), [Santos, Hendry et al. 2008](#_ENREF_57)). These studies analytically proved that if the model is subject to structural break, it may generate forecast bias if the structural breaks cause a difference between the deterministic means of the whole estimation sample and the deterministic means at the forecast origin. Techniques have been developed to offset the forecast bias caused by the structural break.

**Section 2.2: The impact of structural break in forecasting accuracy**

When the effect of the marketing activities change over time due to the influence of some other factors, conventional econometric models used in some of the early studies mentioned above will be subject to structural break which was defined as large changes in the model’s parameters ([Allen and Fildes 2001](#_ENREF_2)). The parameters estimates of these models will then depend on a weighted average of the true parameter coefficients before and after the structural break. This may generate misleading results for the purpose of policy decision making. In addition, the structural break will make the forecasts generated by the model to be biased and less accurate. The challenge of the structural break on the model’s forecasting performance has been addressed by many studies in the economics literature (e.g. [Cooper and Nelson 1975](#_ENREF_17), [Muellbauer 1994](#_ENREF_50), [Hendry 1995](#_ENREF_27), [Clements and Hendry 1999](#_ENREF_15), [Pesaran and Timmermann 2007](#_ENREF_55), [Castle, Doornik et al. 2008](#_ENREF_11)). [Pesaran and Timmermann (2007)](#_ENREF_55) analytically demonstrated the impact of a structural break within the estimation sample on the model’s forecasting performance. For example, suppose that we have the data for a period of time from week 1 to week *T,* i.e., and we assume the time of a structural break as (). We have the data generating process as a multiple regression as follows:

in this equation, is an indicator which equals to 1 when and 0 otherwise. and are respectively the vectors of the explanatory variables and the dependent variable at time *t*. and are the parameter coefficients before and after the structural break, and we assume that . is the error term, and . We assume that the variance of the error term shifts from to after the time of . We denote that *m* as the first observation in the estimation sample. Under such a circumstance, the model with constant parameters estimated based on the whole sample (i.e., from data *m* to *T*) will be subject to structural break. The corresponding OLS estimates using data from *m* to *T* are:

where and are respectively the matrices of the explanatory variables and the dependent variable with the observations from observation *m* to *T*. The out-of-sample forecasting error at the time of *T*+1 is:

Since is not an unbiased estimate of but a weighted average of and , the expected value of the error, i.e, would not be zero and therefore the forecasting error is not unbiased. In this case, the true DGP will remain as in the out-of-sample data as we explicitly assume that there is no structural break after the time *T[[1]](#footnote-1)*.

**Section 3: The method of three-stages**

**3.1 The first two stages of the method**

In this study, we propose a method of three stages where for the first two stages we follow the modelling strategy in Huang et al. (2014). The modelling strategy not only incorporates the promotional information of the focal product but also for other competitive products within the product category. The first stage of the modelling strategy identifies the most relevant competitive promotional information. In practice, retailers may have hundreds of items at the SKU level for each product category, which leads to hundreds of promotional variables for the model of one specific SKU. It is not possible to incorporate all these promotional variables into the model. Thus we need to identify the most relevant competitive explanatory variables. Therefore, in the first stage, we implement the Least Absolute Shrinkage and Selection Operator (LASSO) following Huang et al. (2014). The LASSO algorithm was developed by [Tibshirani (1996)](#_ENREF_61) as an alternative to traditional selection procedure such as the most popular stepwise selection method. The algorithm estimates a regression model including all the potential explanatory variables but put a constraint, usually determined by information criterion, to the sum of the absolute values of all the parameter coefficients. As the constraint is employed, some of the parameter coefficients will be pushed to zero, and the corresponding explanatory variables are thus removed from the regression model. We also implement the principle component strategy proposed by [Stock and Watson (2002)](#_ENREF_59). This strategy pools information across all the competitive explanatory variables and condense them into a small number of diffusion factors.

In the second stage, we incorporate the refined competitive information into econometric forecasting models. We develop the Autoregressive Distributed Lag (ADL) model following a general-to-specific modelling strategy ([Hendry 1995](#_ENREF_27)). The ADL model has the advantage of taking into account the carryover effect of the price and promotional variables, and it is transparent with a simple regression style model structure, which benefits the users ([Fader and Hardie 2005](#_ENREF_20)). It has good interpretability compared to “black box” machine learning approaches which can hardly be understood by brand/category managers. Also the general-to-specific modelling strategy ensures the parsimony and data congruence of the model. Therefore the general-to-specific ADL model is one of the most popular methods in the forecasting literature and it has exhibited superior forecasting performance in other areas including manufacturer sales, tourism, and air passenger flows (see [Albertson and Aylenb 2003](#_ENREF_1), [Song and Witt 2003](#_ENREF_58), [Fildes, Wei et al. 2011](#_ENREF_22)).

In this study, we start with a general model assuming that it properly describes the salient features of the data generating process, and then simplify the general model by seeking out valid parsimonious restrictions. The following example shows the general ADL model with the most relevant competitive explanatory variables identified by the stepwise selection and the LASSO selection procedure (Huang et al, 2014):

where

is the log sales of the focal product at week

is the log price of the focal product at week

is the promotional index of the focal product at week

is the log price of competitive product at week

is the promotional index of competitive product at week

is the number of competitive price variables selected by the variable selection methods

is the number of competitive promotional variables selected by the variable selection methods

is the four-week-dummy variable  
 is the dummy variable for the calendar event at week . The dummy variable represents the week of the calendar event when , , and the week before the event if . takes the values from 1 to 9 representing all the calendar events *[[2]](#footnote-2)*

are the parameters  
 is the error term and we assume

is the order of the lags[[3]](#footnote-3).

3.2 The third stage of the method

In the third stage, we implement various methods which take into account of the issue of structural break and forecast bias. These methods are all based on the models which have develop at the first two stage. We introduce these methods below:

**3.2.1 The time-varying parameter model**

Some early studies in the marketing literature allowed the parameters of the marketing activities to change over time. These studies have adopted models with parameters of different types of variations in forecasting product sales. e.g., systematic variation models where the parameters of the marketing activity variables are related to exogenous environmental factors and/or previous marketing activities. The model can be represented as , where is the product sales, is a vector of the marketing activity variables, and is the error term. is a vector of parameter coefficients which is modelled as a function of a constant term (i.e. ), exogenous environmental variables (i.e. ), and an error term (i.e. ). is assumed to unrelated with . If we assume the functional form *f* to be linear, can be written as , is the parameter vector. Mahajan, Bretschneider et al. ([1980](#_ENREF_45)) used similar functional forms to model the effect of advertising, and they allowed the effect to change over time because the design and the content of the advertising were changed but observed during the sample period. However, early studies showed that the system variation models exhibited poor forecasting performance when the model makes inappropriate assumptions about the specification of time-varying parameters ([Helmer and Johansson 1977](#_ENREF_26)).

Some other studies have tried to model the parameters of the marketing activity variables such as advertising and price with autoregressive variations and random variations. Jex ([1994](#_ENREF_32)) proposed a discount weighted regression (DWR) method, allowing the parameters to follow an autoregressive form, to estimate the multiplicative market share model proposed by Brodie and De Kluyver ([1987](#_ENREF_10)). Cooley and Prescott ([1976](#_ENREF_16)) proposed an alternative model where the parameters is assumed to evolve overtime as , , where and are the error terms. Models with parameters of autoregressive variations have been applied to capture how the effects of marketing mix variables change over time (e.g. [Little 1966](#_ENREF_43), [Pekelman and Edison 1980](#_ENREF_54), [Liu and Hanssens 1981](#_ENREF_44)).

In this study, we propose models with time-varying parameters of stochastic variations. We equip the model with more flexibility to capture how the effect of the promotional activities change over time. The model may potentially be more robust to structural break and thus generate more accurate forecasts by reducing the forecast bias. We allow the parameter coefficients of the explanatory variables to follow a simple first order autoregressive process. Thus if we have an original econometric model which we obtain from the first two stages described in the previous section, as , we will then have the parameters as , and , where and are respectively the explanatory variables and the dependent variable. and are the vectors of the parameters at time , . , and are the error terms. In this model, and are assumed to evolve over time, and only their latest estimate (i.e., calculated with more weights on the most recent observations) will be used to generate the out-of-sample forecasts, which may potentially accounts for the change in the effects of the promotional activities.

**3.2.2 The estimation window combining approach**

When we know the model is subject to structural break, a conventional approach is to estimate the model using the data after the structural break. Suppose we have the DGP as described in section 2.2, i.e,, for the data of . If the time of the structural break is known, the model could simply be estimated based on the data after the break, i.e., [1: *T*] and the model will not be subject to the structural break. The first limitation of this strategy is that we usually do not know the location of the structural break (i.e., ). Statistic tests have been proposed for the purpose (e.g., [Chow 1960](#_ENREF_12), [Andrews 1993](#_ENREF_3), [Andrews and Ploberger 1994](#_ENREF_4), [Bai and Perron 1998](#_ENREF_6)). However these tests may not be relied because of their limitations such as they need to assume no change in the error variance for the model, or known number of multiple structural breaks before conducting the test etc. In practice, even we know the location of the structural break, we may still need to include the pre-break data because we may not have enough observations to estimate the model if the structural break occurs close to the end of the estimation period.

Alternatively, [Pesaran and Timmermann (2007)](#_ENREF_55) proposed an approach which combined the results of the same model but estimated with different time periods. They proved analytically that including the data before the structural break would inevitably make the forecasts to be biased, but may potentially make the forecasts to be more accurate under certain circumstances. Suppose we have the forecasting error as described in section 3:

Thus the forecasting error measure Mean Square Forecasting Error (MSFE) at the time of *T*+1 conditional on is as follows ([see equation (7) in Pesaran and Timmermann 2007](#_ENREF_55)):

where , and is a diagonal matrix where the first diagonal places are and the remaining diagonal places are . The can be decomposed as ([see equation 8 in Pesaran and Timmermann 2007](#_ENREF_55)):

where

In this equation, is the squared forecast bias, and is the efficiency term ( is the forecasting error variance). Thus we can examine how the changes when one additional observation is added in the estimation sample. The change in the is defined as ([see equation 15 in Pesaran and Timmermann 2007](#_ENREF_55)):

where is the MSFE calculated with an estimation window with one extra observation compared to . Pesaran and Timmermann ([2007](#_ENREF_55)) showed that the term () is always larger than or equal to zero, and the sign of depends on the sign of (i.e. ). For example:

where and

Thus the sign of depends on the sign of which is the proportion of the change in the error variance compared to the variance after the structural break (i.e. ). For example, if , , and will be smaller than or equal to ; if , , and might be either smaller or larger than .   
  
Therefore, when we include additional observations before the structural break in the model estimation, we will have increased forecast bias, which is the very problem of structural break. However, we will have the forecasting error variance either increased (if ) or decreased (if ) depending on whether the variance of the error terms in the DGP decrease or increase after the structural break. Therefore, we can either see an increased or decreasd when we include more data before the structural break depending on a trade-off between the rise in the squared forecast bias (i.e.) and the potential fall in the efficiency term (i.e. , if ).

Pesaran and Timmermann ([2007](#_ENREF_55)) proposed to estimate the model with a large number of estimation windows with or without pre-break data and then combine the forecasts generated with these estimation windows, which resorts to the philosophy of forecasting combination. Specifically, If we denote the whole estimation period as , we can estimate the model using the latest observations (i.e. the data in ) to generate the first set of *h*-step-ahead forecasts as:

We can then estimate the model with the latest observations (i.e. ) and generate the second set of the *h*-step-ahead forecasts:

We can repeat this process by adding more observations until we use all the observations in the estimation sample (i.e. ) to generate the *h*-step-ahead forecast:

Eventually, we would have calculated the final *h*-step-ahead forecasts by taking an average of the () sets of *h*-step-ahead forecasts based on, for example, an equal weighting scheme:

In the combination, can be arbitrarily chosen as long as we can ensure there are enough observations to estimate the model and there are enough variations in all the explanatory variables. Pesaran, Schuermann et al. ([2009](#_ENREF_56)) found that this approach improved the forecasting performance for the random walk with a drift model and the VAR model which are both subject to multiple structural breaks. There could be various combining schemes including equal weight average, exponential weighted average, and Bayesian combining etc., and even the optimal combining scheme could be developed given the location of the structural break. In this study, we apply the estimation window combining technique with the equal weights for the results obtained from each estimation window because it usually generates better performance compared to alternative combining schemes and easy to implement (Stock and Watson, 2001).

**3.3.3 The intercept correction method**

Another technique is the intercept correction (IC) method which offsets the forecast bias by specifying non-zero values for the model’s errors in the forecast period. Given that structural breaks are detected, the technique will estimates the magnitude of the forecast bias caused by the structural break and then add the value of the bias back to the out-of-sample forecasts. The intercept correction technique may potentially improve the forecasting accuracy by mitigating the forecast bias. The technique has been widely used in making adjustments for macro-economic forecasts ([Clements and Hendry 1994](#_ENREF_13)).

The estimate of the bias could be done following different schemes. For example, we may estimate the forecasting bias as the predictive error at the forecast origin (i.e., , where *T* is the last observation in the estimation window). Alternatively, we may estimate the bias as the average value of an ad hoc number of predictive errors before the forecast origin. (e.g. , where *i* is arbitrarily chosen). The approach will then add the estimated bias back to the out-of-sample forecasts following various correction strategies. Clements and Hendry ([1999](#_ENREF_15)) demonstrated the analytical characteristics of various correction strategies using an example of VAR(1) model with a time trend, i.e., . Suppose that the model is subject to structural break and the forecast bias is estimated as . Denote , , and , as the corrected *h*-step-ahead forecast by the intercept correction technique following various strategies. The intercept correction approach could first makes adjustments to the one-step-ahead forecast, and then calculate the two-step-ahead forecast based on the value of the one-step-ahead forecast which has already adjusted, and so forth. The adjusted *h*-step-ahead forecast is described as . This equation can be re-written recursively as , where is the original *h*-step-ahead forecast. An alternative strategy is to only adjust the one-step-ahead forecast, and . This equation can be re-written recursively as . Another correction strategy makes adjustments to the *h*-step-ahead forecast using the full amount of the forecast bias. That is, .

The intercept correction technique can potentially reduce the forecasting bias if the forecasting bias is estimated properly. Further, whether it could improve the forecasting accuracy is an empirical question because this approach comes with the cost of inflated forecasting error variance. Clements and Hendry ([1999](#_ENREF_15)) derived analytically the forecast bias and the inflated forecasting error variance for the VAR(1) model described the various correction strategies. Their findings show that these correction strategies have their own advantages and limitations in terms of the reduced forecasting bias and inflated forecasting error variance depending on the details of the structural break such as which of parameters have changed and whether there are multiple breaks etc.

In this study, we estimate the forecast bias as the (equally weighted) average value of four predictive errors before the forecast origin, and we make adjustments to the *h*-step-ahead forecast using the full amount of the forecast bias. We choose to implement the intercept correction approach both indiscriminately and discriminately depending on the test for structural break. In the discriminated intercept correction strategy, we first conduct the Chow ([1960](#_ENREF_12)) test sequentially to investigate whether the model is subject to structural break based on most of the observations in the estimation sample (i.e. 90% central observations). If the test is rejected for any of the observations, the model is identified as being subject to structural break. A very small *p*-value (i.e. 0.005) is used to mitigate the multiple testing problem in detecting the existence of the structural break. The intercept correction technique will be implemented if and only if the model is identified as being subject to structural break.

**Section 4: The data**

We use the data from the IRI company for which a descriptive article can be found in [Forni and Reichlin (1996)](#_ENREF_24)[[4]](#footnote-4). The IRI dataset contains weekly data at the SKU level including information on sales, price, features and displays. We select 224 SKUs in 29 product categories in a large store. The SKUs we include in our experiment all have positive movement for at least 90% of time.

**Section 5: The models**

In practice, retailers tend to adopt the base-times-lift approach where the forecasts are based on simple exponential smoothing method adjusted for the incoming promotional events. This approach has been described in [Gür Ali, SayIn et al. (2009)](#_ENREF_25) as:

Where represents the baseline forecast at week generated by the simple exponential smoothing model. represents the actual sales at the previous week when the focal product was not promoted. The parameter is estimated by minimizing the mean squared error in the estimation period. The adjustment is estimated as the increased sales by the most recent promotion of the focal product.

In this study, we evaluate the forecasting performance of the candidate models on a rolling basis. That is, based on 30 rolling events with 120 weeks estimation window for a 1 to 12 weeks ahead forecasting horizon. We specify the variants of ADL models with the data from week 1 to week 150, which represents the model that would ideally be constructed based on a foreknowledge of the data (Fildes, Wei et al. 2011). Alternatively, as in Ma, Fildes et al. (2016), the models could be re-specified for each rolling event based on each moving estimation window. Table 1 shows the candidate models:

|  |  |
| --- | --- |
| Base-times-lift | Industrial practice, simple-exponential smoothing with adjustments based on the effect of the most recent promotion |
| ADL-own | ADL model, with the promotional variables of the focal product |
| ADL | ADL model, based on the variables retained by stepwise and LASSO |
| ADL-DI | ADL model, based on the diffusion factors |
| ADL-EWC | ADL model with estimation window combining |
| ADL-DI-EWC | ADL-DI model, with estimation window combining |
| ADL-IC | ADL model with intercept correction |
| ADL-DI-IC | ADL-DI model, with intercept correction |
| TVP | ADL model with time varying parameters modelled as an AR(1) process |

In this study, the intercept correction technique is implemented in a selective manner considering the existence of structural breaks. We first conduct the Chow test sequentially to investigate if the model is subject to structural breaks. The test was conducted for each observation in the estimation period. If the test is rejected for any one of the observations, the model is considered as being subject to structural breaks. A very small p-value (i.e. 0.005) is used to mitigate the multiple testing problem in detecting the structural break. The estimation window combining technique and the intercept correction technique will be implemented if and only if the model is identified as being subject to structural breaks.

**Section 6: The experimental design**

In this study, we evaluate the models’ forecasting performance based on a rolling scheme following previous studies (e.g., [Stock and Watson 2002](#_ENREF_60), [Stock and Watson 2002](#_ENREF_59)). The rolling evaluation ensure results are more robust to randomness and systematic business cycle effects ([Fildes 1992](#_ENREF_21)). Specifically, we evaluate the models with 30 rolling forecast origins with multiple forecast horizons. For example, we estimate the models with a moving window of 120 weeks and forecast one to weeks ahead where is 1, 4, and 12 chosen by taking into account typical ordering and planning periods. We then re-estimate the model with updated data by including the data in the latest week and dropping the data in the earliest week. We repeat this process until we use all the data in the remaining estimation sample. We have 30 sets of one to weeks ahead forecast. When the lead times are greater than one, the actual value of the explanatory variables and the forecasted values of the lagged dependent variables are used. In practice, promotional variables are usually known to retailers as they are included as one part of the agreed promotional plan between retailers and suppliers. We develop the ADL models based on the data from week 1 to week 150 to represent the model which would ideally be specified with the foreknowledge of the data ([Fildes, Wei et al. 2011](#_ENREF_22)). An alternative way to evaluate the models is to re-specify the model for each rolling event based on each moving estimation window (Ma et al, 2016).

We follow Huang et al. (2004) to evaluate the models’ forecasting performance using five error measures: the MAE, the Mean Absolute Scaled Error (MASE), the MAPE, the symmetric Mean Absolute Percentage Error (sMAPE), and the Average Relative Mean Absolute Error (AvgRelMAE). In this study, the MAE for data series *S* calculated with forecast horizon for the rolling event is:

where is the actual value in the forecast period for data series based on the rolling event, and is the forecast value for data series based on the rolling event[[5]](#footnote-5).

The MASE, proposed by [Hyndman and Koehler (2006)](#_ENREF_31), represents the “weighted” arithmetic mean of the MAE compared to the variations in the estimation sample. The MASE calculated across data series with forecast horizon for the rolling event is as follows:

Within the equation for , the numerator, i.e., , is the MAE for data series with forecast horizon for the rolling event, while the denominator is the sum of the one-step-ahead predicted errors by the no-change naïve model in the estimation sample. is the actual value for data series in the estimation period for the rolling event, and is the total number of observations in the estimation period.

Accordingly, the MAPE and the symmetric MAPE for data series *s* with forecast horizon for the rolling event are shown as follows:

However, both percentage error measures including the MAPE and the sMAPE can be distorting when the actual values and the forecast values are relatively small compared to the forecast error, in which case the resulting percentage errors become extremely large ([Hyndman and Koehler 2006](#_ENREF_31)). The sales at the UPC level exhibit high degree of variations due to seasonal effects, changing stages of product life cycle, and particularly promotional activities. Under such a circumstance, it is very likely to have large forecast errors associated with relatively low product sales, which makes the percentage based error measures less advisable in our context ([Davydenko and Fildes 2013](#_ENREF_19)).

The four error measures are all approximations of the unknown loss function of the retailer, and they penalize the forecast errors from different perspectives. To make a fair comparison, we assess the overall forecasting performance of the candidate models by calculating the mean value of all the four error measures across rolling events and data series considering different forecasting horizons :

where , , , and are the error measures calculated across data series and rolling events based on forecast horizon (i.e. , , and =1, 4 and 12). We can test the statistical significance for the difference between the forecasting results of the various models using the Wilcoxon signed rank (SR) test. The Wilcoxon SR test can be considered as a non-parametric version of a paired sample *t*-test but does not assume the errors follow any specific distribution.

Considering the limitations of the four error measures, [Davydenko and Fildes (2013)](#_ENREF_19) recommended the AvgRelMAE, which is a geometric mean of the ratio of the MAE between the candidate model and the benchmark model. In this study, we take the average of the AvgRelMAE across all the rolling events (i.e. ) and S data series (i.e. ) with respect to forecast horizon :

where is the MAE of the candidate model for data series calculated with forecast horizon for the rolling event and is the MAE of the benchmark model for data series calculated with forecast horizon for the rolling event. is the AvgRelMAE calculated across data series and rolling events with respect to forecast horizon (i.e. , , and =1, 4 and 12). The AvgRelMAE has the advantages of being scale independent and robust to outliers, also with a more straightforward interpretation: a value of AvgRelMAE smaller than one indicates an improvement by the candidate model of (1- AvgRelMAE) relative to the benchmark.

We also include the Mean Percentage Error (MPE) to measure the forecast bias. In this study, we follow Ma et al. (2016) defining the MPE as the mean of ratios of total error to total sales per SKU, as traditional MPE, which is the mean of ratios of error to sales per period, is too sensitive to slow moving periods when sales are low.

In this study we evaluate the forecasting performance of the various models using three error measures: the Mean Absolute Scaled Error (MASE), the MAPE, the symmetric Mean Absolute Percentage Error (sMAPE), each of which are calculated across rolling events and data series. We test the statistical significance for the difference between the forecasting results of the various models using the Wilcoxon signed rank (SR) test which can be considered as a non-parametric version of a paired sample t-test but does not assume the errors follow any specific distribution.

**Section 7: Results**

We first examine the overall forecasting performance of the models across all the SKUs for various error measures. Table 1 shows the results for three error measures across all the 224 products for the average forecasting horizon of 1-12 weeks. Table 1 has the following indications: 1) the Base-times-lift benchmark has been outperformed by all the candidate models regardless of the error measure; 2) the ADL-own model, which incorporated the promotional information of the focal product, is outperformed by the ADL model and the ADL-DI model, which incorporated the promotional information not only from the focal product but also from other competitive products in the same product category. This finding is consistent with Huang et al (2014) and Ma et al (2016); 3) the ADL-EWC model and the ADL-IC model outperform the ADL model, and the ADL-DI-EWC model and the ADL-DI-IC model outperform the ADL-DI model. Thus the ADL model and the ADL-DI model, which both incorporate competitive promotional information within the same product category, can be improved by using the estimation combining approach and the intercept correction method; 4) the ADL-own-EWC model and the ADL-own-IC model outperform the ADL-own model. Therefore, even when competitive promotional information is not available, we can still improve the forecasting performance of the ADL-own model with the estimation combining approach and the intercept correction method.

Table 1 forecast results based on the 1-12 weeks forecast horizon

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Candidate models | MAPE | RANK | MASE | RANK | SMAPE | RANK |
| Base-times-lift | 54.1% | 10 | 0.820 | 10 | 41.7% | 10 |
| ADL-own | 48.8% | 9 | 0.740 | 9 | 35.0% | 9 |
| ADL | 45.8% | 6 | 0.713 | 5 | 34.0% | 7 |
| ADL-own-EWC | 47.9% | 8 | 0.734 | 8 | 34.8% | 8 |
| ADL-own-IC | 47.4% | 7 | 0.719 | 7 | 34.0% | 6 |
| ADL-IC | 44.7% | 3 | 0.703 | 1 | 33.3% | 1 |
| ADL-EWC | 45.1% | 5 | 0.712 | 3 | 33.8% | 3 |
| ADL-DI | 44.8% | 4 | 0.714 | 6 | 33.9% | 4 |
| ADL-DI-IC | 44.3% | 2 | 0.710 | 2 | 33.7% | 2 |
| ADL-DI-EWC | 44.1% | 1 | 0.712 | 4 | 34.0% | 5 |

**Section 8: Conclusion and Future research**

Grocery retailers needs accurate sales forecasts to improve their inventory management performance. In practice, retailers are facing intense competitions and spending heavily on price reductions and promotional activities, which has substantially increased the variation in the product sales. Previous studies proposed to incorporate the price and promotional information, not only from the focal product but also from other competitive products, in forecasting retailer product sales. These studies assumed the effectiveness of price and promotions to be constant. However, in practice, the effectiveness of price reductions and promotions may change due to unobserved influencing factors including economic conditions, the entry of new brands, competition, and the change of consumers’ tastes etc. As a result, the models may potentially generate biased forecasts due to structural breaks.

In this study, we propose a three-stage method to forecast retailer product sales at the SKU/store level. We take into account the potential issue of forecast bias by using recently developed techniques including the estimation window combining strategy and the intercept correction approach. Our results show that we can improve the forecasting accuracy of the econometric models by using these methods regardless of whether competitive promotional information have been incorporated.

There are alternative method which also mitigate the problem of structural break and forecast bias. [Castle, Doornik et al. (2008)](#_ENREF_11) and [Hendry and Krolzig (2001)](#_ENREF_28) proposed the saturation approach where the regression model was initially incorporated dummy variables for each observation and then recursively reduced by an algorithm called *Autometrics* based on the General-to-specific modelling strategy. The ultimate model will not be subject to structural break and thus would be expected to product unbiased forecast. However the method comes with the cost of losing information (e.g. the observations offset by the retained dummy variables) and its performance becomes an empirical question, and we leave this to our next research question.

In this study, we find the estimation window combining method and the intercept correction method can improve the models’ forecasting performance regardless of whether the competitive promotional information has been incorporated. Ma et al. (2016) proposed models which further integrate both the intra and the inter category promotional information. Thus it is promising to implement the estimation window combining method and the intercept correction method to the models with the intra and the inter category promotional information. However, the model in Ma et al. (2016) consists of three stages where each sequent stage bases on the error of the previous stage and it is not straightforward to apply the methods in this study to their model.
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1. Clements and Hendry (1999) showed analytically the impact of out-of-sample structural breaks on a VAR model’s forecasting performance. [↑](#footnote-ref-1)
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3. In the preliminary analysis, *L* is initially set as two. If the general model does not pass the misspecification tests, more lags of the price, promotion, and sales variables are added to the general model. In our modelling, for most UPCs, the ADL models do not contain more than two lags of these variables. [↑](#footnote-ref-3)
4. All estimates and analyses in this paper based on Information Resources, Inc. data are by the author and not by Information Resources, Inc. [↑](#footnote-ref-4)
5. Note that, in this study, although our econometric models are based on log sales, we calculate all the error measures after we transform them back to original levels. [↑](#footnote-ref-5)